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What is a Data Center

► A facility that houses centralized computer systems 
and associated components.

► Acts as a nervous system of the cloud operation.

► Facilitates data processing, storage, management, 
security, and dissemination.



What is a Data Center
► Data is the new oil; DCs are the refineries.

► Businesses globally continue shifting core functions to 
public/hybrid clouds.

► Governments invest heavily to control and secure 
national data (e.g., Saudi Vision 2030). 
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The Historical Evolution
► 1950s-1970s (The Genesis): Centralized rooms for 

mainframes (e.g., ENIAC, IBM). High power, low 
density, extensive human management.

►  1980s-1990s (The PC Boom): Introduction of server 
rooms and on-premises computing. Scaling 
became a major limitation.

► The Dot-Com Era: Rush to build purpose-built, 
large-scale facilities. 

► Mid-2000s (Cloud Computing): Birth of Hyperscale 
(AWS, Azure, Google Cloud). Focus shifts from 
CAPEX (owning) to OPEX (renting).

►  Today: Massive campuses designed for reliability, 
efficiency, and ultra-high density for AI.



Data Explosion in the AI Era

► From 2024 to 2025, global data volume grew 
significantly from 149 ZB to 181 ZB.

► This is more than 20% annual growth.
► AI and IoT are the root cause of this exponential 

growth.
► Going forward, 75% of data creation will occur 

outside traditional data centers.

Note:
1 zettabyte (ZB) = 1,000 exabytes (EB)
1 zettabyte (ZB) = 1,000,000 petabytes (PB)
1 zettabyte (ZB) = 1,000,000,000 terabytes (TB) 
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Major Components of the 
Data Centers

� Civil
▪ Site (roads, drainages, landscape), Shell (foundations, 

buildings, finishing), etc.
▪ Represents around 15% of the total cost.

� IT
▪ Servers, storage, network, cables, etc.
▪ Represents around 25% of the total cost.

� Electrical
▪ Power supply, standby generators, main switchgears, 

UPS, medium/low voltage equipment, etc.
▪ Represents around 40% of the total cost.



Major Components of the 
Data Centers

� Mechanical
▪ HVAC and server’s colling systems 
▪  Represents around 18% of the total cost.

� Security
▪ Physical, digital, and data security 

systems
▪ Represents around 2% of the total cost.



Cost Breakdown by 
Component



Types of Data Centers
► Enterprise: Owned by one company.
o Meta, TikTok, Government, etc.

► Colocation: Shared, leased space.
o DataBank, QTS, Digital Reality

► Hyperscale: Mega-facilities (more than 100 MW)
o AWS, Microsoft, Google, Oracle.

► Edge: Compact, low-latency sites.



Data Centers as Critical 
Infrastructure

► Data centers power cloud services, AI 
models, aviation, defense/security systems, 
and all online applications.

► Without them, digital life halts.

► Example: 2020 remote work surge increased 
DC utilization.



Global Concentration: 
Where the Backbone Lives

► Key Hubs: Loudoun County (North VA), London, Frankfurt, 
Tokyo, Singapore. 

► Concentration Drivers:
► Low latency requirements
► Government Incentives
► Access to cheap & reliable power
► Strong fiber networks
► Political stability.
► Investors 



Global Data Center Capacity by Region (2024, % of Total Power Capacity)
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Global Investment in Data 
Centers (2010–2025)
► The last decade has seen an unprecedented surge in global 

investment into data centers.

► Hyperscale operators (Amazon, Google, Microsoft, Oracle, 
Alibaba) are dominating the industry

►  but enterprises and colocation providers are upgrading 
existing facilities.

► AI, 5G, and cloud adoption have accelerated infrastructure 
spending.



Global Investment in Data Centers
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Growth in Investment by 2030

► McKinsey estimated that global (cumulative) 
CAPEX could reach $7 trillion by 2030.

► Market forecast: ~11% CAGR (2025–2030), reaching 
$600–650B by 2030.

► Growth drivers: AI expansion, edge computing, 
renewable integration.

► Constrains: power grid limits, chip export controls, 
rising construction costs.



Aspect Data Center Investment 
Growth

Oil & Gas Investment 
Growth

Growth rate Much higher CAGR (~20-21%) 
projected through 2030.

Moderate growth (~4-5% CAGR for 
O&G CAPEX) projected through 
2030.

Absolute scale 
(cumulative investment)

Trillions over the decade (DC 
infrastructure + capacity + 
services) but concentrated in 
digital power, cooling etc.

Also, trillions in cumulative 
upstream + infrastructure spend 
(~US$4-7+ trillion by 2030) to 
maintain energy supply and 
transitions. 

Drivers

Digital transformation, AI 
workloads, cloud & edge 
computing, requirement for 
low-latency and high compute, 
investors see recurring revenue & 
utility-like stability.

Energy demand, demand for oil & 
gas, supply constraints, 
geopolitical risks, transition costs 
(cleaning existing infrastructure), 
LNG export demand.



Power & Cooling Challenges

► Data centers use ~1% to 2% of global electricity 
(projected to double by 2030).

► PUE (Power Usage Effectiveness): Key efficiency metric
► Total facility power / IT equipment power.
► Ideal PUE is 1.0
► Industry average: between 1.5 to 2.0.
► Cooling consumes 40% of total DC energy use.
► Solutions: Liquid cooling, renewable power, heat 

reuse.



Power & Cooling Challenges

► Water Consumption: Primarily for evaporative cooling 
systems, which can consume millions of gallons daily.

► A single AI prompt is estimated to use 1/2 liter of water 
indirectly.

► Air Cooling Limitations: Cannot efficiently cool 
high-density GPU racks (10kW+).

► Liquid Cooling: Direct-to-Chip: Liquid pumped directly 
to a cold plate on the CPU/GPU.



Air-Cooling in Data Centers
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Liquid Cooling in Data Centers
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Modular Data Centers
► Pre-fabricated, standardized modules 

(containers) that can be quickly deployed.
► Economics: Lower CAPEX, faster 

time-to-market (18-24 months vs. 3+ years for 
traditional build).

► Use Case: Ideal for Edge Computing, remote 
locations, and rapid capacity expansion in 
existing campuses.



Quantum Computing
► While quantum computers (QCs) are different, 

they require massive, highly specialized classic DC 
infrastructure to operate (refrigeration control, 
signal processing, data filtering). 

► The Qubit Environment: DCs provide the physically 
isolated, power-stable, and latency-optimized 
environment QCs need for control systems.

► Quantum computing market: $1B (2024) → $7B 
(2032).



DC & Chips War
► The US and China are fiercely competing for the 

dominance in advanced semiconductor manufacturing 
and technology. 

► AI data centers (hyperscalers) now dominate demand, 
paying premium prices for high-performance chips.

► Consequences include Tighter allocation and longer lead 
times for other industries (e.g., automotive, enterprise).

► Trade Frictions: Tariffs and export restrictions (e.g., rare 
earth curbs, US export controls on advanced chips to 
specific regions) cause volatility.

► Cost Hike: Increased prices for memory (DRAM, NAND) 
and high-end processors used in AI racks.

►  Diversification: Forces DC operators and builders to 
diversify component sourcing and invest in resilient supply 
chains.



GCC Region: A Strategic 
Digital Gateway
► The GCC data center market is showing phenomenal 

growth, with a projected CAGR of 15–27%. 

► Driven by national transformation programs (Saudi 
Vision 2030).

►  Expected CAPEX
o Saudi Arabia: $40B AI and data center fund.
o Qatar: $2.5B digital infrastructure investment.
o UAE: G42, OpenAI, and NVIDIA collaborations.



Future Outlook & Call to 
Action

► Engineers should focus on efficiency and 
innovation.

► Enterprises: Invest in hybrid and sustainable DC 
strategies.

► Policymakers: Support infrastructure and 
renewable integration.


